E X
REPUBLIQUE

y 4
V4
FRANGAISE lrreia—

Eg I
Fraternité

UNIVE RSITE '-;.-: 'S.SJPELEI.E“ELESEEET'TFH'SEEE
COTED'AZUR | 31A COTE D'AZUR \/

Qu’est-ce I'lA et ses liens avec

I'information géolocalisée ?

Pierre Alliez
Centre Inria d’Université Cote d’Azur
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Intelligence artificielle (1A)

Définition: ensemble des théories et des
techniqgues mises en ceuvre en vue de
réaliser des machines capables de simuler
I'intelligence humaine.

e Résolution de problemes a forte
complexité logique ou algorithmique

* Imite ou remplace 'homme dans
certaines mises en ceuvre de ses fonctions
cognitives




Classification

* Faible: la machine simule l'intelligence,
pour des systemes de plus en plus
autonomes.

* Forte: intelligence consciente, avec
comprehension de ses propres
raisonnements.

e Etroite: concues spécifiqguement sur une
tdche, sans déeveloppement particulier
pour la généraliser.




Intelligence artificielle

Augmente la capacité a

prendre des décisions,

organiser les connaissances,

donner du sens aux données,

optimiser les performances de systemes

prédire et donc anticiper le réel.




Intelligence artificielle

e Joue un role transversal,
* JIrrigue toutes les autres technologies,

 Maillon central (ou final) dans la chaine de
création de valeur.




Opportunités et risques

Sur le plan sociétal le role de I'lA est croissant:

* Bien utilisée elle peut libérer, décupler les
potentiels, augmenter l'intelligence, partager les
connaissances et la valeur, faciliter ['acces des
ressources a tous, et créer du lien social.

* Mal utilisée elle peut aliéner, exclure et capter
une grande part de la valeur.
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Intelligence artificielle (1A)

\

LU'IA : en tant que domaine de recherche, a eté creée a la
conférence qui s’est tenue sur le campus de Dartmouth College
pendant |I'été 1956 méme si cette notion a été présente depuis
'antiquité.

Dans le premier manifeste de ['Intelligence artificielle
« Intelligent Machinery », en 1948, Alan Turing distingue deux
approches differentes de 'lA, qui pourrait étre qualifiees de :

e « top down » ou knowledge-driven Al, ou
e « bottom up » ou data-driven Al

Sources:

Wikipedia, https://www.greeklegendsandmyths.com/automatons.html
http://www.alanturing.net/turing_archive/pages/Reference%20Articles/what_is_Al/What%20is%20A102.html
Stanford Encyclopedia of Philosophy: https://plato.stanford.edu/entries/artificial-intelligence/



Intelligence Artificielle top-down

ou knowledge-driven Al (IA « naturaliste »)

Cognition = connaissance des neurones biologiques dans les années 50, premier
neurone (1943), premiere machine a réseau de neurones (1950, 1956), Cognitron

(1975), NeoCognitron (1980, carte-autoorganisatrices, winner-takes-all).

Observation = Algorithmes Evolutionnaires (1954, 1957, 1960), Raisonnement
(1959, 1970), Logique, Systemes Experts (1970), Systemes Multi-Agents (1990).

.

Machines Hypothético-déductives "y:; @\
Expert Expertis Cognitie
e Ca|CU|ateUI’ — transfére I'ex pertis e dans
EntréeS _’ [ moteur d'inférences ] b e de on aissanc es
1 — Sorties Systeme Expert
Programme —» # @

Figure : “La revanche des neurones”, D. Cardon, J.-P. Cointet, A. Mazieres, Réseaux
Volume 211, Issue 5, 2018.



Top-down, ou |A symbolique

e Connaissances sur un domaine
extraites et formalisées en regles
sur des symboles puis exploitées
(par inference).

* Recherche de regles dans un
espace discret, d’'hypotheses
expliguant les données:
programmation logique inductive.

* Modélisation formelle de Ia
connaissance humaine : systemes
experts, ontologies, systemes
multi-agents, etc.
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A. Cornuéjols, L. Miclet. Apprentissage artificiel, concepts et algorithmes. 2010.




Du top-down au bottom-up

< ¥ <

7 Systémes o
. &F° AN . ' .
Logique X experts V Machine learning Deep learning

C1940—1950—"1960 1970 1980—1990—_—2000—2010

N

1950 1956 1986 1996 2016
Test de Turin Conférence 3 Réseaux de Deepblue bat AlphaGo bat
8 Dartmouth neurones Kasparov Sedol

Frise chronologique résumant l'histoire de I'intelligence artificielle

Comprendre la révolution de l'intelligence artificielle.
Stéphane d' Ascoli, 2020.



Intelligence Artificielle bottom-up

ou Machine Learning ou data-driven Al (1A basée données)

Approche opposée : part des données pour construire des mécanismes
mathématiques successifs pour prendre des décisions.

Apprentissage Automatique (Machine learning), Arbres de décision (1983),
Backpropagation (1984-1986), Forét Aléatoire (1995), Support Vector Machine
(1995), Boosting (1995), Deep Learning (1998... 2006)...

Machines Inductives
Calculateur —

Entrées ——p
2 —» Programme
Sorties —p




Intelligence Artificielle bottom-up

* Aapprentissage machine : pas d’hypothese sur
des symboles, mais faire émerger des motifs

pertinents (corréelations) pour prédire des
sorties.

e Apprentissage de classifieurs sur des entrees
numeriqgues par optimisation souvent continue.

e Pas de recherche d’explicitation de Ia
connaissance extraite.



Attention : corrélation != causalité

Une étude a révelé une forte corrélation entre les
ventes de glaces et le nombre d'attaques de requins
sur un certain nombre de plages échantillonnées.

Conclusion : L'augmentation des ventes de glaces
entraine une augmentation des attagues de requins
-> |es requins aiment manger les personnes gavees de
glaces.

Meilleure explication : La variable confusionnelle est |a
température.



Calcul I=intelligence

DEBATS - INTELLIGENCE ARTIFICIELLE

TRIBUNE « Le terme IA est tellement sexy qu’il
Vincent Bérengor fait prendre des calculs pour de
I'intelligence »

Croire que 'intelligence artificielle ait quelque chose a voir avec l'intelligence
humaine est une illusion, détaille I'informaticien Vincent Bérenger dans une
tribune au « Monde ».

Publié le 07 féevrier 2020 & 14h30, modifié le 08 février 2020 217h49 | & Lecture 3 min.

[] Ajouter a vos sélections =

Article réservé aux abonnés




Al vs Machine Learning vs Deep Learning

Intelligence artificielle

- "\ /" Machine learning

apprentissage a partir dexemples

|A connexionniste

utilisation de curseurs

IA symbolique ~ ~
suivi de regles explicites D“P |elrning
utilisation de réeseaux de

neurones artificiels

. o/

L'IA est séparée en deux catégories : les algorithmes a base de regles (IA symbolique) et les
algorithmes d’apprentissage (IA connexionniste).
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Solution statistique
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Solution statistique

Le théoreme de Bayes permet de calculer P(race | taille, poids)

Maximum likelihood decision regions for each breed
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Solution pour ['apprentissage

Observations of dog breeds

Nous avons une « machine apprenante »
(C’est-a-dire un algorithme) qui peut fournir une
famille de fonctions {f(x;a)}, ou a correspond a
'ensemble de parametres.

?
% f(X,a);y




Apprentissage automatique

fXa)?
(1)

* Probleme : trouver la fonction

(parmi toutes les fonctions de {f
(x;a)}) qui fournit la meilleure
approximation y de la vraie réponse
v (le label) donné par un oracle.

« Meilleure » est défini comme
'erreur minimale pour une certaine
mesure d’erreur / un certain colt /
une certaine perte liee a notre
probleme / nos objectifs.



Risque réel, erreur réelle, perte réelle, colt réel

Objectif : minimiser le risque ( réel) : moyenne de
toutes les erreurs commises :

R(a) = f L(% y),&)dP(x, y)

ooooooooooo

..mais P(x, y) estinconnue < .
,. (28 e o




Réseau de neurones

Input layer Hidden layer Output layer



Réseau de neurones convolutionnel

Inpur layer (517 4 feature maps

. 1 {Cl) 4 feature maps (52) & feature maps {C2) & feature maps
| '

| convolution layer | sub-sampling layer | convolution layer sub-sampling layer | fully connecred I"'1LP|

C3: f. maps 16@10x10
C1: feature maps S4: f. maps 16@5x5

INPUT 6@28x28
S2: f. maps
6@14x14 r

32x32 &3250 layer gg. jayer OUTPUT

84 10

Full conAection ‘ Gaussian connections
Convolutions Subsampling Convolutions  Subsampling Full connection



Apprentissage profond

Revolution of Depth

152 layers ]
A
A

\
\
N 11.7
22 layers 19 layers
7.3
v 67 -
3.57 I I 8 layers 8 layers shallow I
ILSVRC'15 ILSVRC'14 ILSVRC'14 ILSVRC'12  ILSVRC'11  ILSVRC'10
AlexNet

ILSVRC'13
eeeeeeeeeeeeeeeeee
ImageNet Classification top-5 error (%)

Christian Szegedy, Wei Liu, Yangqing Jia, Pierre Sermanet, Scott Reed, Dragomir
Anguelov, Dumitru Erhan, Vincent Vanhoucke, Andrew Rabinovich. Going Deeper
with Convolutions, CVPR 2015



Overfitting / généralisation

Underfitting - Overfitting




Risque empirique, erreur d’apprentissage, erreur
d’entrainement

U'ensemble d’entrainement est tiré aléatoirement (chaque
exemple indépendamment des autres et de facon
identique suivant la loi P( x, y)). Puisque nous ne pouvons
pas calculer R(a), nous cherchons donc a minimiser le
risque empirigue.

Espace des solutions

Solution
idéale

Modele ideal ®
Modele idéal & partir des ® ‘________——————"
données d’entrainement &\-,pmowtte
Modéle entrainé ® WM

Espace des modéles
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Observation de la terre

JPSS-2 (2020 Launch)

Gathers global measurements of atmospheric, terrestrial,
e Wil measure the thickness of ice sheets to help scientists
ing including the prediction of severe weather events, such S0

s d bii i develop a better scientific understanding of the Earth system
SR IRIeee Al it i and its response to natural or human-induced changes.

OCO-2 (uly 2014 Launch)

Measures global CO, concentrations and i )

geographic distribution from space, revolutionizing AIM (aprit 2007 Launch)

our understanding of the global carbon cycle. : Studies the Polar Mesospheric Clouds that form about 50

miles above the Earth’s surface which have been suggested
to be indicators of global climate change.

%’
s

EO-1 november 2000 Launch) S S = ol’bﬂa'ATK =
Validated advanced land imaging ‘ Coriolis wanuary 2003 Launch)

instruments and unique spacecraft technologies. Measures sea state and ocean winds.
Earth Data is used to improve ocean models

Observation shiditacbisciicsas
Satellites

e . { . ’ Collects global data about Earth’s land surfaces
90llects commal high-resolution Earth = ! from space in support of global change research,
imagery used in resource management, land use and commercial applications.
mapping and global development.

THEMIS/Artemis (February 2007 Launch) ICON (2017 Launch)

Studied the physics of geomagnetic storms into the Will study the Earth's upper atmosphere and how the Sun
Earth's magnetosphere. Originally 5 satellites; two were influences ionospheric variability to help improve forecasts of
moved into orbit near the Moon. extreme space weather and its influence on human activity.

©2015 Orbital ATK  D16_06131
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Importance des donnees

Qualités

Complétude
Précision / exactitude
Diversité

Absence de biais

Structurées

Défis

collecte

stockage
gestion

couts
infrastructures
confidentialité

conformité aux
réglementations
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Territoires intelligents

Objectif : partager des services et
ressources au plus grand nombre

- Personnalisés, adaptés (contraintes,
comportements, préférences)

* Systemes intelligents: en réseau, en
interaction. Transcendent les
échelles et les acteurs.

- Aide a la décision, prévision des
evenements, allocation des ressources,

partage des services, compte rendu aux
citoyens et décideurs.



Territoires intelligents

* |ntelligence = réactivité




Territoires intelligents

- Démarche pluridisciplinaire
* Utilisateurs

- Centraux

- Acteurs

e Au-dela de la « consommation » des
services

* Fournisseurs de données

 Partage des ressources et services



Gouvernance

Mesures et regles permettant d'assurer le bon
fonctionnement et controle d'une organisation

- Orientation stratégique hgla._hﬁln,t,atr{;ggm .
**** dialdgiie ptBpiose
- Suivi des objectifs fa(ci?{j;{/gyﬁrés rs]eEme ......
- Gestion des risques ié?grsta‘rtlrjpre&eat'on
1. . découvrir Y 8 € 1 | Bservice U IC qqqqqqqq
- Ut|||Satlon responsable °°°°° commune administration} Fz)lrlpeux

s=subsidiarites:
des ressources éveloppement™



Gouvernance

= pilotage multi parties
prenantes "
* Les decisions ne sont pas /e
le fait d'un unique groupe
de décideurs, Mais aprés (. || S
concertation en fonction |
des differents interéts des e =) ) Lmme
parties prenantes.



Gouvernance

Principes

Responsabilite

Transparence
Etat de droit
Participation




Plan

Intelligence artificielle

- Deéfinitions

- Opportunités / risques
De I'|A a I'apprentissage
profond

Territoires intelligents

Jumeau numérique du
territoire

7

¥ L
i-,’ .‘
11/
L)

- —— -s
——- -
!-

= i

'12

Illlllll Al

III




Jumeau numeérigue du territoire

e Replique virtuelle, dynamique et
evolutive d’un territoire réeel.

e Permet de modéliser et simuler
son fonctionnement et des
scenarios pour mieux decider.

e Qutil de pilotage puissant pour
les collectivités, notamment face
aux enjeux climatiqgues, urbains
et eénergetiques.




JNFT (Jumeau numeérigue de la France et
de ses territoires)

Sébastien Soriano:
- « futur de la carte »

- « aide a la décision sans
equivalent, en appui des politiques
publiques et industrielles »




JNFT

Modele numérique 3D / 4D qui
reproduit fidelement communes,
métropoles, régions en intégrant :

* donnees geolocalisées (batiments,
réseaux, voirie, relief,
végétation...)

 données dynamiques (trafic,
metéo, consommation
énergéetique, risques naturels...)

* outils de simulation (inondations,
canicules, urbanisation, mobilite...)

* interfaces de visualisation




JNFT NE

Permet de

- tester des scénarios

- anticiper des impacts

- prendre des décisions éclairées

Intégration de données massives
Simulation de phénomenes complexes

Fédération autour d’'une vision commune



Exemples

Aide a la décision publique

e Tester I'impact d’'un nouveau quartier,
d’une route, d’'un PLU

e Simuler les effets du changement
climatique (inondations, sécheresse, ilots
de chaleur)

Gestion des risques
e Prévoir les zones vulnérables

e Optimiser les plans d’évacuation ou de
résilience

Urbanisme et aménagement

* Visualiser le territoire au passé, présent
et futur

e Comparer plusieurs projets
d’aménagement avant de les réaliser

Mobilité et infrastructures
e Simuler les flux de circulation
e Optimiser les réseaux

Concertation et communication
e Montrer aux citoyens des projets en 3D
e Faciliter la compréhension et 'adhésion



Fonctionnement

Composants

Données géographiques
Modélisation 3D
Moteurs de simulation
Interface utilisateur
Mise a jour continue

IGN, cadastre, LiDAR, SIG locaux
Batiments, réseaux, sols

Climat, mobilité, énergie, risques
Cartes interactives, tableaux de bord

Données temps réel



Merci pour votre attention.

Pierre Alliez
Centre Inria d’Université Cote d’Azur
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