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Modèles génératifs et IG 
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http://www.youtube.com/watch?v=obsw9qiBnjo


Objectifs de la séance

Les IAs génératives

Comprendre ce que sont ces nouvelles IAs 
génératives et pourquoi elles fascinent 

tant.

Les limitations

En déduire un ensemble de biais qui 
proviennent des modèles mais aussi des 

façons de les utiliser.

De nouveaux usages

Comment exploiter sainement ces 
nouveaux outils de façon générale ?
Et spécifiquement pour l’information 

géographique.
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Illustrations Chatgpt5, été-hiver 2025
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Les 
IAs
génératives
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Symbolique ou statistique
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Un chat …
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noir
dort
est

blanc

mange



Dans le salon, un chat, un colis et 
une plante verte attendent 
patiemment… 

Qui donc dort sur le canapé? 
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Dans le salon, un chat, un colis et 
une plante verte attendent 
patiemment… 

Qui donc dort sur le canapé? 
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Query



Dans le salon, un chat, un colis et 
une plante verte attendent 
patiemment… 

Qui donc dort sur le canapé? 
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Query

Key : capacité de dormir



animal
objet
plante
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Query

Key : capacité de dormir

dortx                 =
fort
faible
moyen

La value “chat” sera la solution



Modèle de 

Fondation

Apprentissage 

auto-supervisé

Paramétrage par 

raisonnement

Apprentissage 

supervisé

Paramétrage fin 

par préférence
UtilisateursHumains

dédiés

Corpus +/- internet

Raisonnements 
connus

Hugging Face

Deep Seek

https://huggingface.co/


Pour aller plus loin : David Louapre
et sa chaîne Science étonnante

http://www.youtube.com/watch?v=YcIbZGTRMjI
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Les 
fameux
biais
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Jean Philippe Jaworsky

Des Biais… par l’effet Brenna !



Prompt :

A historically inspired fictional scene in the

style of Eugène Delacroix, known for his

dramatic and emotional compositions with

bold, vibrant colors. Set in ancient Rome, it

features a female Gaulish warrior, Brenna,

placing her sword on a large traditional

balance, symbolizing the 'Vae victis' moment.

Roman senators in historical attire are

presenting a tribute to her. Surrounding them

are other Gaulish warriors, depicted in vivid

colors and dramatic expressions, facing the

senators. The background includes detailed

Roman architecture, capturing the essence of

Delacroix's historical and exotic themes.

Par Paul Lehugeur (1854-1916) — "Histoire de France en cent

tableaux" by Paul Lehugeur, Paris, 1886, Domaine public,

https://commons.wikimedia.org/w/index.php?curid=12381924
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ChatGpt - 01-2024
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Mistral vs ChatGpt

03 - 2025
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Exemple : Est-il possible de segmenter par Mean-Shift une image avec les 
fonctions d’Orpheo Tool Box, si oui quelle est la ligne de commande ?
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Les principales limites
des modèles de fondation 
- biais du modèle statistique
- biais des données d’apprentissage
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Le système maximise la 

vraisemblance des items à 

l’intérieur de l‘enveloppe 

convexe d’apprentissage. 

Nicolas Audebert  
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L’IA conversationnelle est-elle?

- Une IAG / singularité ?
- Une sorte de Léonard de Vinci ?
- Une interface déterministe ?
- Un système stable ?
- Un système critique ?
- Un creuset d’intimité ?
- Un J.A.R.V.I.S. en gestation ?

Mistral  03--2025

Biais utilisateur
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De
nouveaux
usages
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Les LLMs sont de bons traducteurs
Parce ce qu’ils alignent des espaces sémantiques hétérogènes.
Traduction entre monde de représentation

Les LLMs sont de bons synthétiseurs
Parce qu’ils sont optimisés pour la pondération attentionnelle
Résumé spatial orienté intention

Les LLMs sont de bons défricheurs conceptuels
Parce qu’ils produisent des idées probables, mais navigables
Exploration assistée de problématiques territoriales

Usages :
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Les LLMs sont de bons orchestrateurs d’outils
Parce qu’ils savent décider quoi appeler et dans quel ordre
SIG piloté par intention

Les LLMs sont de bons simulateurs narratifs
Parce qu’ils peuvent maintenir une cohérence dans des mondes hypothétiques
Scénarisation territoriale qualitative

Usages :
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Peut-on appliquer le même 
parallélisme à des modèles 
génératifs spatiaux ?

Ex :  Un monde appris comme continuité, pas comme récit

Un LLM apprend un monde discret, symbolique, séquentiel.
Un modèle spatial apprend un monde continu, topologique, relationnel



Merci pour votre attention.
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camptocamp.com

Les LLM au service du géospatial
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CNIG
Atelier IA & Information Géolocalisée

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z
https://app.diagrams.net/?page-id=0ALWbQgnVJY_iO1YI-ri&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z


camptocamp.com

Florent Gravin

Camptocamp

Directeur Technique

florent.gravin@camptocamp.com

https://www.linkedin.com/in/fgravin/

https://github.com/fgravin

https://twitter.com/fgravin

https://bsky.app/profile/fgravin.bsky.social

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z


camptocamp.com 34

Qu’est-ce qu’un Large Language Model (LLM) ?

Un système d’intelligence artificielle capable de :
➔ Comprendre du texte
➔ Générer du texte

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z


camptocamp.com 35

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z
http://drive.google.com/file/d/1r6-pWc0Ljer73VYpi-bDFGDpTCF70RII/view


camptocamp.com 36

Assistant GeoAI 

Ce que les LLM peuvent apporter au géospatial

● Améliorer l'expérience de recherche
● Chatbot, assistant (interaction avec une carte)
● Répondre aux problématiques d’intelligence géographique
● Enrichir les données
● Piloter vos outils SIG

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z


camptocamp.com 37

La recherche

➔ Génération de synonymes

➔ Reformulation

➔ Recherche sémantique

➔ Ordonner les résultats

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z


camptocamp.com 38

Enrichissement de données

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z


camptocamp.com 39

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z


camptocamp.com

Une technique qui récupère des informations 
basées sur le sens et le contexte d'une requête, 
et non sur une correspondance exacte de mots-
clés. 

Cela s’appuie sur des modèles d’embeddings
pour capturer les relations entre mots et 
concepts.

40

La recherche sémantique

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z


camptocamp.com 41

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z
http://drive.google.com/file/d/1NJ174_DBTN3kGWt5fSSx5kBr4slZchZj/view


camptocamp.com 42

Retrieval augmented generation

(1) La requête utilisateur est reçue.
(2) Une recherche est effectuée pour identifier les documents 

qui contiennent la réponse.
(3) Un prompt est construit qui contient:

(a) La requête
(b) Les documents de référence

(4) Le prompt est envoyé à un LLM qui génère une réponse
(5) La réponse est envoyée à l’utilisateur

Langage naturel

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z


camptocamp.com 43

Dans une application RAG, la qualité de la réponse dépend de la qualité de la 
recherche.

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z


camptocamp.com 44

RAG de recherche de données géo

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z


camptocamp.com 45

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z


camptocamp.com 46

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z
http://drive.google.com/file/d/11N25QfBuSiUS8snn3hrrAzqr9RL838IZ/view


camptocamp.com 47

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z


camptocamp.com

Ontologie : Lien entre données et connaissances

=> Contextualiser les informations
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Aller plus loin
Anticiper les usages de demain

Graphe de connaissance

● Concepts
● Données
● Relations

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z


camptocamp.com 49

Tools et function calling

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z


camptocamp.com 50

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z
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https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z
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https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z
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80% des projets échouent *
et seulement 30% dépassent le stade pilote **

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z


camptocamp.com 54

➔ Ambitions mesurées

➔ Politique de la donnée adaptée

➔ Expertise technologique IA

➔ Expertise métier

➔ Tests et amélioration continue

Clé du succès

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z


camptocamp.com

Souveraineté : 

➔ Utiliser des modèles open source
➔ Contrôler leur hébergement

Eco-conception : 

➔ Rationaliser et mutualiser les infrastructures.
➔ Optimiser la taille des modèles
➔ Minimiser les traitements LLM

55

Nos réponses à certains enjeux

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z
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80% des projets échouent *
et seulement 30% dépassent le stade pilote **

https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z
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https://app.diagrams.net/?page-id=NUKq0UdNx__GUtZMyxO_&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z
https://app.diagrams.net/?page-id=Q92j0ZRm2R7iA-X8wZQx&scale=auto#G1xh6bw7O9Pu0YaA8MyeXC_e81sHbLUw1Z


Atelier CNIG - IA et information géolocalisée - 08/01/2026

Intégrer les LLM aux SIG en toute confiance
La vision d'un éditeur de logiciels

Gaëtan Lavenu



Un bref historique de l'intégration de l'IA dans nos technologies SIG

Premiers outils de Machine 
Learning
Régression Linéaires/Logistiques, 
Empirical Bayesian Kriging, Ordinary
Least Squares, Geographically Weighted
Regression, Hot Spot Analysis, …

Ouverture forte vers les 
librairies externes 
(scikit-learn, R-caret, IBM 
Watson, Microsoft AI)

Consolidation d’une boîte à outils 
"Machine Learning" pour la 
prédiction, la classification et le 
clustering de données

Phase 1 – Machine Learning

2000 20262013

2018

Structuration d'un 
workflow "bout en bout"
(annotation, apprentissage 
et inférence)
(PyTorch/fast.ai)

2019 2021

Phase 2 – Deep Learning et GeoAI
Premiers outils de Deep 
Learning pour connecter 
des modèles CNN 
(TensorFlow, CNTK, Keras)

2023

Outils collaboratifs (web) 
pour l'annotation, 
l'apprentissage et 
l'inférence
(Deep Learning Studio)

2026

Accélération du 
nombre de modèles 
pré-entrainés
(Text SAM, Hugging Face,… )

Couplage entre LLM et 
outils d'analyse existants
(Computer Vision OpenAI / 
Mistral / Llama, Copilot dans 
Teams,…)

2024

Phase 3 – IA Générative / Agents IA
Agents IA configurables par 
les géomaticiens
(No-Code et SDK développeurs)

2025

Déploiement des assistants 
IA
(Documentation, création d'apps, 
interaction avec la carte, 
génération de scripts, création de 
métadonnées, …)

20262023



Les bénéfices attendus de l'intégration des LLM dans les SIG

•

•

•

•

•

•

•

•

•

•

•

•

•

•

•



Les Challenges qui persistent encore

•

•

•

•

•

•

•

•

•

•

•

•

•

•



Une question centrale : la confiance

•

•

•

•

•

•

•

•

•

•

•

•

•

•



Stratégie pour instaurer la confiance

•

•

•

•

•

•

•

•

•
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•



Exemple dans le système ArcGIS



Exemple dans le système ArcGIS


